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SECTION—A

Answer any ten of the‘ following questions : 2x10=20

1. Prove that in a vector space V(F), 0.x=0,
VxeV.

2. Let S={(, 4), (0, 3)} be a subset of il{zﬂR).
Show that (2, 3) e L(S).
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10.
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Prove that if V(F) is a vector space of
dimension n, then any n+1 vectors in V are
linearly dependent over F.

Examine whether the mapping T:R3 - R
defined by T(x, y, 2 = x? +y? + 22 is a linear
transformation. '

Find the nullity of the linear transformation
T:R? 5> R3 such that T(x, y) = (x, x+y, Y

If V is a finite dimensional vector space,
prove that a linear transformation T:V -V
is one-one if T is onto.

Define isomorphism between two vector
spaces and give an example.

Show that inverse of a linear transformation,
when it exists, is again a linear trans-
formation.

Prove that a linear transformation T:V > W
is non-singular if T carries each linearly
independent subset of V onto a linearly
independent subset of W.

Define eigenvalue and eigenvector of a linear
operator. ’

( COnﬁnued )

11.

12.

13.

14.

15.

Answer any five of the following questions : 10x5=50

16.
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Define eigenspace of a linear operator
T:V — V associated with an eigenvalue of it
and prove that it is a subspace of V.

Define minimal polynomial' of a linear
operator.

Let V be an inner product space. Show that
(u, v)=0, for all veV=u=0.

Using Cauchy-Schwarz inequality, prove that
cosine of an angle is of absolute value
at most 1.

Prove that an orthonormal set of non-zero
vectors in an inner product space is linearly
independent.

SECTION—B

(a) Prove that a necessary and sufficient
condition for a non-empty subset W of a
vector space V(F) to be a subspace is
that W is closed under vector addition
and scalar multiplication.
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(b) If S, and S, are two subsets of a vector

space V(F), prove that—
() S, € S, = L(S;) < L(S,)
(ii) L(S, U S;) = L(S,) + L(S,)

(i) LIL(S,)) = L(S,)

17. (@) If V is a finite dimensional vector
space and {v;, v,y, ..., U} is a linearly
independent subset of V, then prove
that {v,, vy, .., V;} can be extended to

form a basis of V.

(b) Define dimension of a vector space. If W
is a subspace of a finite dimensional

vector space V(F), then prove that

dlm(%)=dlm V-dim W

18. (a) Define kernel and range of a linear
“transformation. If T:V =V is a linear
operator, show that the following
statements are equivalent : 1+1+3=5

(i) Range (T) Ker (T) = {0}

(i) If T(TW)) =0, then T(v) =0, ve V
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1+2+2=5

(b)

19. (o)

(b)

20. (a)

(b)
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Define rank and nullity of a linear
transformation. Find the rank and
nullity of the linear transformation

T:R3 - R3 such that

T(% y 2)=(x+3 x+y+225 2x+y+32)
1+1+3=5

State and prove Sylvester’s law of
nullity. S

Define matrix of a linear transformation.
Find the matrix of the linear transfor-
mation T:R3 — R? defined by

Tix y 3 =x+y 22-x)
with respect to the standard ordered
basis of R® and R2. 2+3=5

Let U(F) and V(F) be two vector spaces
and T:V—-U be a linear transfor-
mation. Prove that

v =zRange T
Ker T s

Let V and W be two vector spaces over
a field F of dimensions m and n
respectively. Prove that Hom (V, W) has
dimension mn, where Hom (V, W) is the
vector space of all linear trans-
formations from V to W. 5
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21. (a)

(b)

22. (a)

(b)

23. (a)

(6)

If A and B are two subspaces of a vector
space V(F), then prove that
A+B _ B
A ~AnB 5

If T}, T, € Hom (V, W), then show that
(i) r@T)=r(Ty) for allxe F, a #0

(@) Ir@)-r(M) st +T)<r(f) +7(T2)

where r(7) means rank of T. 2+3=5

Let T be a linear operator on a finite
dimensional vector space V over a
field F. Prove that ce F is an eigen-
value of T if and only if T-o is

singular. 5
State and prove Cayley-Hamilton
theorem. - S

Let V be a finite dimensional vector

- space over the field R of real numbers
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and dim V = 2. Let T be a linear operator
on V such that T()=av, +Bvs,
T(vy) = yv, +8v,, wherea, B, v, §e R and
{vy, vy} is a basis of V. Find necessary
and sufficient condition that 0 is an
eigenvalue of T. S

( Continued )

(b)

24. (a)

(b)

25. (a)

(b)
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Determine the eigenvalues and corres-
ponding eigenvectors of the matrix

8 -6 2
-6 7 -4
2 -4 3 5

Let V be an inner product space. Prove
that |(u, v)|<|u||v], for all u, veV. .
Also, prove that |(y, v)|<|u|[v| if and
only if u and v are linearly dependent.
3+2=5

Let v be a non-zero inner product space
of dimension n. Prove that V has an
orthonormal basis. ' s
State and prove Bessel’s inequality. S

Let W} and W, be subspaces of a finite

- dimensional inner product space V.

Show that
@) (W + Wy)* = Wit n Wit

(i) (W, A W)+ = Wit + Wit 214+2%4=5

* % *
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