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UNIT—I
1. Answer any two questions : 2x2=4

(@) Show that the set L = {(x, y) |2x+3y =0}
is a subspace of R2(R).

(b) Check if the vectors (1, 0, 0), (1, 0, 1)
and (1, 1, 1) are linearly independent.

(c) If {vy, vy, .., v} are linearly dependent
vectors in a vector space V(R), show
that one of the vectors is a linear
combination of the remaining vectors.
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(2)

2. Answer either [(a) and (b)] or [(c) and (d)] :

(a)

(b)

()

(d)

V=A{x, x3, ..., xp)€R" | X1 + X5 +... + X, =0}

Show that the intersection of finite
number of subspaces of a vector space
is also a subspace of the vector space.
Give example to show that the same is
not true for union.

Let V be a finite dimensional vector
space. Show that any two bases of V
have the same number of elements.

If W, and W, are subspaces of finite
dimensional vector, show that
dim (W) + W,) =dim W, +dim W,
—dim (W, N W,)

Find a basis and the dimension of each
of the following subspaces of R" :

W = {(x, x5, ..., X,)eR" |2 = x5 = x5}

3. Answer any two questions :

(a)

24J/841

where n = 3.

UNIT—II

Define linear transformation from a
vector space to another. Give an
example, with justification, of a linear
transformation from R3 to R*.

( Continued )

2x2=4

(b)

(c)

(3)

Justify True or False :

If S is a linearly independent set in a
vector space V and T:V — V is a linear
transformation, then T(S) is also linearly
independent.

If T:R?2 » R? is such that T(1, 0) = (2, 3),

TO,2)=3,2), find T(xy for any
(x YeR2

4. Answer either [(a) and (b)] or [{c) and (d]] :

(@)

(b)

(c)

(@)

24J/841

If T:V — W be a linear map, show that
the kernel of T and range of T are
subspaces of V and W respectively. 6

Consider T:R3 > R? defined by

Ty A=(3Y % x+y+2)
Write the matrix of T w.r.t. the standard
ordered bases of R3 and R4. 4

State and prove the rank-nullity
theorem. 5

Find the rank and nullity of T:R® - R?
defined by T(x, y, 2 =(x, y, x+y).

Also, find the rank of the matrix of T
w.r.t. the standard ordered basis of R3.

Verify whether rank of T is same as the
rank of the matrix of T. 3+2=5
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(4) (5)
UNIT—III (d) Let T:V — W be a linear map. Show
that T is an isomorphism, if and only if,
S Answer any two questions : 2x2=4 T(B) is a basis of W whenever B is a
(@ If T:V—-W and S:V— W are two basis of V. S
linear transformations, show that
T+S:V->W is also a lihear UNIT—IV
transformation.

7. Answer any two questions : 2x2=4
(b) Show that a linear map T:V — W is ) )
one-one iff T(v) =0 < v =0. (@) Find the eigenvalues of the linear

ify i tor T:R? >R? defined by
(¢) Justify if there can exist any one-one operato

linear transfomation from ]R4 to ERS. T(x, y) = LU, JC).
; (b)) If u, v and w are the eigenvectors
6. Answer either [(a) and (b)] or [(c) and (d)] : corresponding to the eigenvalues of
1 8 6
(@ Let V be a finite dimensional vector A=l0 2 o
space. Let T:V—-V be a linear B
transformation. Then show that the R
following are equivalent - 5 justify whether u, v, and w are linearly
(i) ker (T) = {0} independent.
(ii) IT;I ;‘n =V, where Im (7) is the image (c) If v is an eigenvector of T:V-—=>V
° corresponding to A and aeR is a
(b) Show that every n-dimensional ——— non-zero scalar, justify if ov is also an
space over R is isomorphic to R" 5 eigenvector of T corresponding to A.

() Let V and W be vector spaces over R.

. An ither [(a) and (b)] or [(c) and (d)] :
Show that the set L (v, W) of all linear 9 swer ¢ 4

transformations from V to W is a vector (a) Show that the eigenvectors of a linear
Space with suijtably defined addition operator corresponding to distinct
and scalar multiplication, 5 eigenvalues are linearly independent. 5
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(b) Verify that the matrix

12 3
A={0 2 -1
1 2 2

obeys Cayley-Hamilton theorem. Hence
find A7L. 5

(¢) Find the eigenvalues and the corres-
ponding eigenvectors of the matrix

0 0 2
A=|0 2 0
2 0 3
S
(d) Define invariant subspace under a
linear operator. Give an example. Show
that the intersection of two invariant
subspaces under a linear operator T ig
also invariant under T. 1+1+3=5
UNIT—V
9. Answer any two questions : 2x2=4

(a) Define inner product space over the
field of complex numbers,

(b)) Let f:R2xR? 5 R be defined by

Fllx, w1 (X2, Yo)) = x4y, + x5y,
Is f an inner product? Justify your
answer.

24J/841 ( Continued )

(7))

{c) Show that for any non-empty subset
S of an inner product space V, the
orthogonal complement St of Sis a
subspace of V.

10. Answer either [fa) and (b)] or [(c) and (d)] :

(a) For any two vectors x, y in an inner
y y
product space, show that

Jx+yl® +]x-yl* =20 x* ]yl
Give a geometrical interpretation of this
identity. 4+1=5

(b) Show that C? is an inner product space
over C w.r.t. the inner product

(% Yy = x4 + X295
for x =(x;, X3), Y=y, Y) in C2. 5
(c) LetV be an inner product space. Define
d:VxV-R as
dix y=|x-y| Vx yeV
Show that (V, d) is a metric space. 4
(d) Let W be a subspace of an inner product
space V. Then prove that V=W & wt,
i.e., V is an orthogonal direct sum of W
and W. 6

* % X
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